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Robust Neuroprosthetic Control from the Stroke Perilesional Cortex
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Intracortical brain–machine interfaces (BMIs) may eventually restore function in those with motor disability after stroke. However, current research into the development of intracortical BMIs has focused on subjects with largely intact cortical structures, such as those with spinal cord injury. Although the stroke perilesional cortex (PLC) has been hypothesized as a potential site for a BMI, it remains unclear whether the injured motor cortical network can support neuroprosthetic control directly. Using chronic electrophysiological recordings in a rat stroke model, we demonstrate here the PLC’s capacity for neuroprosthetic control and physiological plasticity. We initially found that the perilesional network demonstrated abnormally increased slow oscillations that also modulated neural firing. Despite these striking abnormalities, neurons in the perilesional network could be modulated volitionally to learn neuroprosthetic control. The rate of learning was surprisingly similar regardless of the electrode distance from the stroke site and was not significantly different from intact animals. Moreover, neurons achieved similar task-related modulation and, as an ensemble, formed cell assemblies with learning. Such control was even achieved in animals with poor motor recovery, suggesting that neuroprosthetic control is possible even in the absence of motor recovery. Interestingly, achieving successful control also reduced locking to abnormal oscillations significantly. Our results thus suggest that, despite the disrupted connectivity in the PLC, it may serve as an effective target for neuroprosthetic control in those with poor motor recovery after stroke.
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Introduction

Research into the development of intracortical brain–machine interfaces (BMIs) has flourished over the past decade, leading to demonstrations of direct neural control of prosthetic devices in real-time through modulation of neural signals (Chapin et al., 1999; Serruya et al., 2002; Taylor et al., 2002; Carmena et al., 2003; Musallem et al., 2004; Hochberg et al., 2006; Santhanam et al., 2006; Jarosiewicz et al., 2008; Moritz et al., 2008; Velliste et al., 2008; Ganguly et al., 2009; Hochberg et al., 2012; Collinger et al., 2013). Task-dependent volitional modulation of the activity of selected neurons is also closely tied to the concept of BMIs (Fetz, 1969; Ganguly and Carmena, 2009; Koralek et al., 2010; Ganguly et al., 2011). Together, this body of work has also indicated that neural plasticity likely plays an important role in achieving stable neuroprosthetic control (Taylor et al., 2002; Jarosiewicz et al., 2008; Moritz et al., 2008; Ganguly and Carmena, 2009; Koralek et al., 2010; Arduin et al., 2013; Gulati et al., 2014). Importantly, this research into the development of intracortical BMIs has primarily focused on subjects with intact cortical structures.

In contrast, the development of BMIs specifically compatible with stroke (Langhorne et al., 2011; Norrving and Kissela, 2013) or other forms of direct cortical injury requires a greater understanding of the neurophysiology of the injured neural network (Nudo et al., 1996; Ward, 2004; Dancause, 2006; Cramer, 2008; Murphy and Corbett, 2009). Although both the perilesional cortex (PLC) surrounding the injury (Daly and Wolpaw, 2008; Guggenmos et al., 2013) and motor areas in the unaffected hemisphere are possible targets of neural interfaces after stroke, more attention has been placed on the unaffected contralateral hemisphere (Bundy et al., 2007). This interest may have been fueled by findings of an increased role of the contralesional hemisphere in movements of the ipsilateral limb after stroke (Brinkman and Kuyper, 1973; Dancause, 2006; Hummel and Cohen, 2006). However, the PLC is an important site of reorganization after stroke (Nudo and Milliken, 1996; Brown et al., 2010); moreover, task-specific rehabilitation is also known to have synergistic effects on perilesional cortical plasticity (Nudo et al., 1996; Bier-
naskie and Corbett, 2001; Ramanathan et al., 2006). It remains unknown whether the impaired local structural and functional connectivity present after stroke (Nudo et al., 1996; Ward, 2004; Dancause, 2006; Cramer, 2008; Murphy and Corbett, 2009; Gugenmos et al., 2013) can support neuroprosthetic control. By adapting chronic electrophysiological recordings to a rodent stroke model, we investigated the electrophysiological characteristics of the injured PLC and whether its spiking activity can be modulated volitionally to control an artificial actuator. We also measured directly the physiological plasticity induced by neuroprosthetic learning in the poststroke PLC.

**Materials and Methods**

**Animals and surgery**

Experiments were approved by the Institutional Animal Care and Use Committee at the San Francisco Veterans Affairs Medical Center. We used 13 adult Long–Evans male rats (~8 weeks old). Animals were kept under controlled temperature and a 12 h light: 12 h dark cycle with lights on at 6:00 A.M. Probes were implanted during a recovery surgery performed under isofluorane (1–3%) anesthesia after induction with ketamine [2 mg/kg body weight (b.w.)] and xylazine (1 mg/kg b.w.). Atropine sulfate was also administered before anesthesia (0.02 mg/kg b.w.). In eight rats, a focal photothrombotic stroke was induced in the upper limb primary motor cortex area (M1). For this, unilateral, unilateral femoral vein cannulation was done before craniotomy and an intravenous catheter was placed for rose-bengal dye injection. After this, the head was fixed in the stereotaxic frame and a craniotomy was performed. Stroke was induced via illumination with white light (KL-500) using a fiber optic cable for 15 min. We used a 3 mm aperture for stroke induction (centered in the M1 area based on stereotactic coordinates) and covered the remaining cortical area with a custom mask to prevent light penetration. After induction, a probe was implanted immediately in PLC with one of the outermost rows of the array implanted immediately proximal to the stroke site (see Fig. 1A). The postoperative recovery regimen included administration of buprenorphine at 0.02 mg/kg b.w. and meloxicam at 0.2 mg/kg b.w. Dexamethasone at 0.5 mg/kg b.w. and Trimethoprim sulfadiazine at 15 mg/kg b.w. were also administered postoperatively for 5 d. All animals were allowed to recover for 5 d before start of experiments.

**Electrophysiology**

We recorded extracellular neural activity using tungsten microelectrode arrays (MEAs, n = 13 rats; Tucker-Davis Technologies). We used either 16- or 32-channel arrays (33 μm polyimide-coated tungsten microelectrode arrays). Arrays were lowered down to 1500–1800 μm in M1 (1–3 mm anterior to bregma and 2–4 mm lateral from midline or immediately proximal to the stroke site). Final localization of depth was based on quality of recordings across the array at the time of implantation. We recorded spike and LFP activity using a 128-channel TDT-RZ2 system (Tucker-Davies Technologies). Spike data were sampled at 24414 Hz and LFP data at 1018 Hz. ZIF–clip-based analog headstages with a unity gain and high impedance (~1 GΩ) were used. Only clearly identifiable units with stable waveforms and a high signal-to-noise ratio (SNR) were used for these experiments. To calculate the SNR, we used following equation:

\[ SNR = \frac{A}{2 \times SD_{\text{noise}}} \]

Where \( A \) is the peak-to-peak voltage of the averaged spike waveform and \( SD_{\text{noise}} \) is the SD of the noise (Sumer et al., 2005). Unit clusters with SNR >5 were used for subsequent analysis. A total of 258 cells were recorded from all the rats. After the above online sorting, we also used standard offline cluster cutting methods in TDT’s OpenSorter software to confirm quality of recordings. Behavior-related timestamps (i.e., trial onset, trial completion) were sent to the RZ2 analog input channel using an Arduino digital board and synchronized to neural data.

**Behavior**

Before surgery, animals were acclimated and then trained in a reach to grasp single pellet task after determination of handedness. After the performance plateaued (typically >75% accuracy), animals underwent either control implantation in M1 (n = 5) or in the PLC (n = 8). After recovery, animals were allowed to rest for a few days before the start of experimental sessions. Animals were also acclimated to a custom Plexiglas behavioral box for the BMI task. Five of the stroke rats underwent BMI training; three others served as the no BMI training control group. Animals were then water scheduled such that water from the feeding tube was available in a randomized fashion while in the behavioral box. We also tested their reach performance on the reach to grasp task. During this period, we closely monitored the animals and ensured that body weights did not drop below 95% of the initial weight. Reach sessions were typically conducted in the morning (consisting of 25 trials). This was then followed by the brain–control task for a period of 1–2 h. Recorded neural data were entered in real time to custom routines in MATLAB (The MathWorks). These then served as control signals for the angular velocity of the feeding tube. The rats typically performed ~100–200 trials during these sessions.

**Neural control of the feeding tube**

During the direct neural control training sessions, we selected well isolated neurons and allowed their spiking activity to control the angular velocity of the feeding tube. We binned the spiking activity into 100 ms bins. We then established a mean firing rate for each neuron over a 3–5 min baseline period. The mean firing rate was then subtracted from its current firing rate at all times. To test the capacity for neuroprosthetic control, the specific transform used was as follows:

\[ \Theta_v = C \times [W_\text{v} \times r_1 + W_- \times r_2] \]

Where \( \Theta_v \) was the angular velocity of the feeding tube, and \( W_\text{v} = 1 \) and \( W_- = 1 \); \( r_1 \) and \( r_2 \) were the firing rates of the units chosen. In both cases, \( C \) was a fixed constant that scaled the firing rates to angular velocity. The animals were then allowed to control the feeding tube via modulation of neural activity. In some stroke rats, for initial sessions, only \( W_\text{v} \) was used to get the rats used to PLC volitional modulation. Data from these sessions are not presented here. The tube started at the same position at the onset of each trial. The calculated angular velocity was added to the previous angular position at each time step (100 ms). During each trial, the angular position could range from ~45 to +180 degrees. If the tube stayed in the “target zone” for a period of 300 ms, a water reward was delivered. In the beginning of a session, most rats were unsuccessful at bringing the feeding tube to the rewarded position. Most rats steadily improved control and reduced the time to completion of the task during the first session. As shown in Table 1, multiple learning sessions were obtained from each animal. Consistent with past studies, we also found that incorporation of new units into the control scheme required new learning (Moritz et al., 2008; Ganguly and Carmena, 2009).

**Data analysis**

**Stroke perilesional neurophysiology.** Several custom-written routines in MATLAB (The MathWorks) were used for analyzing the spontaneous neurophysiology in the stroke and control animals. Spontaneous periods (up to ~5 min) were selected from recording blocks when no BMI training was initiated and LFP recordings were used for power spectral density analysis. In the three rats with stroke but no BMI training, spontaneous segments were of similar duration to that of the stroke rats that under-
went BMI training. We used the Chronux toolbox to calculate both power spectrum and spike-field coherence (SFC; Mitra and Bokil, 2008). SFC measures phase synchronization between the LFP and spike times as a function of frequency. The magnitude of SFC is a function of frequency and takes values between 0 and 1. We segmented the spontaneous periods into 15 s segments and then averaged the coherence measures across segments. Spontaneous segments lasted 3–10 min preceding or after direct neural control. Because the SFC can vary due to the number of spikes that are used to calculate it (Zeitler et al., 2006), we equaled the number of spikes in the spontaneous segments by randomly selecting a subsample of spikes from the group with greater number of spikes (Mitchell et al., 2009; Rutishauser et al., 2010). For the multitaper analyses we used a time-bandwidth (TW) product of 4 with 7 tapers. To compare coherences across groups, a z-score was calculated using the programs available in the Chronux toolkit. Coherence between activity in two regions was calculated and defined as follows:

\[ C_{xy} = \frac{|R_{xy}|}{\sqrt{|R_{xx}|} \sqrt{|R_{yy}|}} \]

Where \( R_{xy} \) and \( R_{yy} \) are the power spectra and \( R_{xx} \) is the cross-spectrum. Spectral analyses were calculated in segmented spontaneous epochs and averaged across these epochs across animals. Mean coherences were calculated in the delta (\( \delta \), 0.3–4 Hz), theta (\( \theta \), 6–10 Hz), alpha (\( \alpha \), 8–15 Hz), beta (\( \beta \), 18–25 Hz), and gamma (\( \gamma \), 30–60 Hz) frequency band ranges. Significance testing on coherence magnitudes was performed using \( t \) tests for comparisons in stroke and control animals in different frequency ranges. The power spectrum of the LFP channels used in the coherence calculation, as well as for overall power change in spontaneous segments, was also determined using the multitaper method.

Sessions and changes in performance. A total of 42 training sessions (recorded from the 10 rats) were used for our analyses. Thirteen BMI sessions were recorded in five control animals and 29 BMI sessions were recorded in five stroke animals. Table 1 summarizes the session details. Sessions in stroke animals were recorded when the upper limb was still substantially impaired (i.e., poor performance on the reach to grasp task). Changes in task performance were compared between and across sessions. Specifically, we compared the performance change between early and late trials by calculating the mean and SE of the time to completion during the last 30 trials and the first 30 trials in a session. The percentage improvement was calculated from these values. We also assessed the proportion of unsuccessful trials in these early and late trial segments. We used a paired \( t \) test to assess statistical significance and one-way ANOVA to see improvement changes between groups. In select sessions, we videotaped the rat during BMI training blocks. Also consistent with multiple reports, we did not observe movements that systematically predicted feeding tube movements (Ganguly et al., 2011; Koralek et al., 2012). Specifically, we analyzed whether limb movements measured using the video recording (i.e., markers manually assigned to the head, torso, and each limb using image processing software) covaried with movements of the feeding tube. Across multiple sessions, we did not find evidence for significant covariation (data not shown). This is likely due to the fact that non-movement-related random weights were assigned to the decoder units.

**Ensemble activation analyses.** We used activation strength analysis (Peyrache et al., 2009; Lopes-dos-Santos et al., 2013; Gulati et al., 2014) to estimate the similarity of neural activity patterns in late trials and early trials using the “instantaneous activation strength matrix.” This analysis examines the evolution of stereotyped ensemble activity with learning. For this, we used both the “direct” neural activity (i.e., units causally linked to BMI control by the transform) and the “indirect” activity (i.e., activity that was recorded but not used for BMI control) (Ganguly et al., 2011). Therefore, an increase in activation would indicate that there is coincident activation of neural activity and the formation of cell assemblies. We consistently observed that the transition to a plateau performance levels heralded the transition to increased activation. For this analysis, we first computed a pairwise neural activity correlation matrix (spike trains were binned, \( \Delta t_{bin} = 50 \) ms). The eigenvector with the largest eigenvalue in this correlation matrix served as the learning-related cell assembly. Specifically, the obtained spike counts for each cell \( [s_i(t), i = 1:n, t = 1:B] \), where \( n \) is the number of cells and \( B \) is the number of time bins in the epoch] were z-scored, obtaining the \( Q \) matrix as follows:

\[ Q = \frac{s_i(t) - \langle s_i \rangle}{\sigma_i} \]

where \( \langle s_i \rangle \) is the mean and \( \sigma_i \) is the SD. The pairwise cell activity correlation matrix can be presented in following equation:

\[ C = \frac{1}{R} QQ' \]

We thus obtained spike count matrices, \( Q_{BMI} \) and the correlation matrices \( C_{BMI} \). Peyrache et al. (2009) further proposed the use of the Marchenko–Pastur distribution as the null hypothesis for the existence of cell assemblies. It was demonstrated that eigenvalues of the correlation matrix of a normal random matrix \( R \) with statistically independent rows follows a probability distribution described as follows:

\[ P(\lambda) = \frac{q}{2\pi\sigma^2} \sqrt{\frac{(\lambda_{max} - \lambda)(\lambda - \lambda_{min})}{\lambda^2 - 1}} \]

Where \( \lambda_{max} = \sigma^2(1 + \sqrt{1/q})^2 \) and \( \sigma^2 \) is the variance of the elements of the random matrix \( R \), which is 1 here (due to \( z \) scoring), and \( q = R_{column}/R_{max} \geq 1 \). Under the null hypothesis of an uncorrelated matrix, the correlations between spike trains are determined only by random fluctuations and the eigenvalues of template awake matrix must lie between \( \lambda_{min} \) and \( \lambda_{max} \). Eigenvalues greater than \( \lambda_{max} \) are therefore a sign of nonrandom correlations in the matrix and, for this reason, we refer to these principal components as signal. A reactivation time series measures the instantaneous match of this cell assembly to the ongoing activity (Peyrache et al., 2009). The output of this analysis are principle components (PCs), consisting of an array of weights assigned to each unit in the identified ensemble, and the eigenvalue, a numerical value that represents the extent of total variance that is captured by a given PC. (PCs with the largest eigenvalues capture the most variance) and also an instantaneous activation strength of these signal components. Whether a calculated PC represents a significant temporally correlated pattern of activity is determined by \( \lambda_{max} \), the highest eigenvalue that arises out of an equivalently sized random matrix based on the Marchenko–Pastur. Therefore, PCs with eigenvalues greater than \( \lambda_{max} \) were considered “signal components,” whereas those below \( \lambda_{max} \) were considered to have arisen from chance interactions.

We started by estimating the signal components (i.e., ensemble patterns of activity) linked to successful learning. For quantification of the instantaneous activation, we isolated the reactivations of identified cell assembly in early and late trials. We specifically examined the first 4 s after the “GO” cue was given. We also averaged the respective values for the first 30 trials (i.e., early) and the last 30 trials (i.e., late). For comparison across stroke and control learning sessions, we compared the peak activation during early and late trials.

**Statistical analysis**

We performed one-way ANOVA with multiple comparisons wherever significance assessment was required in more than three groups. We also used a paired \( t \) test for comparisons between early and late trials features (e.g., time to reward and proportion of unsuccessful trials in and early and late trials, etc.). We also used linear regression to evaluate trends between reach success and improvement/rate of learning in BMI sessions.

**Results**

Microwire probes were inserted into the PLC of five rats immediately after a photothermal stroke of the upper-limb M1. The efficacy of stroke was determined by histological examination (Fig. 1A) and the ability to perform a single-pellet reach and grasp task (Foroud and Whishaw, 2006; Wong et al., 2015). In a subset of animals, we used ex vivo microcomputerized tomography to
measure the infarct volume (7.067 ± 0.052, mm³) and to determine the “near” electrode distance from the stroke site (580.00 ± 137.61 μm; Fig. 1A). We also implanted five uninjured rats as a control group.

Network dysfunction in the stroke PLC

We first compared the recorded neural activity across the array; that is, on “near,” “mid,” and “far” electrodes (Fig. 1A, B). In the first week after stroke, there was a significant reduction in the number of neurons recorded on near versus far channels (one-way ANOVA, $p < 10^{-4}$), further indicating that the implanted array was in the PLC. After 2 weeks, the distribution was similar across the array and was not significantly different from M1 recordings obtained from five intact animals (one-way ANOVA, $p > 0.05$).

Next, we assessed whether spontaneous firing rates were altered in the PLC. We grouped neurons based on the measured width of the recorded spike; past literature suggests that such measurements can distinguish putative fast-spiking interneurons and pyramidal neurons (Vinch et al., 2013; Courtin et al., 2014). Interestingly, we found that neurons with broader action potentials had significantly higher spontaneous firing rate in the stroke group (compared with the control group, $t$ test, $p < 0.05$, $n = 64$ in control group and $n = 33$ in stroke group for broad-width cells and $n = 12$ in control group and $n = 16$ in stroke group for narrow-width cells; Fig. 1C). The control group spontaneous firing rates are comparable to what has been observed for spontaneous firing in other rodent motor cortical studies (Isomura et al., 2009). We also looked at SFC magnitudes (SFCmag; Fig. 2A) for these units and found that broad-width spikes had significantly elevated SFCmag in the $6.0–4.0$ Hz and $9.0–10.0$ Hz bands compared with controls ($t$ test, $p < 0.005$; Fig. 2B). They were not significantly different for the other higher-frequency bands (i.e., $\alpha$, $8.0–15.0$ Hz; $\beta$, $18.0–25.0$ Hz; and $\gamma$, $30.0–60.0$ Hz). For narrow-width...
units, none of the five frequencies showed a significant difference (data not shown, $p > 0.05$ for all five frequency bands). Moreover, the power spectral density of the LFPs from stroke animals showed significantly elevated power in the slowest-frequency bands compared with controls ($t$ test, $p < 0.05$; Fig. 2C). These results are consistent with the notion that stroke leads to a dys-functional network state marked by slow oscillations (Schiene et al., 1996; Carmichael and Chesnelet, 2002).

**Direct control of the PLC spiking activity**

We next quantified whether spiking activity recorded from the electrodes in the PLC could be volitionally modulated in a task-dependent manner (Fig. 3). Specifically, spiking activity was transformed via a linear decoder into the angular velocity of a mechanical actuator that could also deliver water (see Materials and Methods and Fig. 3A, B). The decoder weights were held constant during the session to rely exclusively on neural learning. Each trial started with the simultaneous delivery of an auditory tone and the opening of a door to allow access to the tube. At the start of each trial, the angular position of the tube was set to $0°$ (Fig. 4). If the angular position of the tube was held for $> 300$ ms at position $P_2$ ($90°$), a defined amount of water was delivered (i.e., successful trial). A trial was stopped if this was not achieved within $15$ s (i.e., unsuccessful trial). At the end of a trial, the door was closed and the actuator was returned to position $P_1$. After a typical 1–2 h practice session, animals showed improvements in task performance with a steady reduction in the time to trial completion and a decrease in the number of unsuccessful trials.

Figure 3A shows an example of the learning curve when using near spiking activity of two neurons that were respectively assigned a positive and a negative weight. There were also bidirectional changes in the task related activation of the positive and the negative weight neurons (Fig. 3C). In 29 such training sessions in five rats, there was consistent evidence of practice-related improvements in task performance (control group $n = 13$ sessions and stroke group $n = 29$ sessions, paired $t$ tests, $p < 0.05$ for each comparison; Fig. 3D). Interestingly, the net drop in time to task completion was not significantly different for the stroke and the control group.

We also investigated whether there were differences in performance characteristics for neurons recorded from near, mid, and far sites. For the 29 BMI training sessions described above, eight were from near sites, 11 from mid and 10 from far sites (Table 1). When near, mid, and far sites were compared separately, the time to task completion reduced markedly for activity recorded on each sites in a manner similar to intact animals (near: $11.58 ± 0.53$ to $6.17 ± 0.44$ s; mid: $12.67 ± 0.45$ to $6.84 ± 0.37$ s; far: $12.65 ± 0.47$ to $7.02 ± 0.39$ s, control: $11.92 ± 0.41$ to $6.38 ± 0.34$ s, all paired $t$ tests, $p < 0.05$; Fig. 4A). Interestingly, there were also no differences compared with intact animals learning the neuroprosthetic control (one-way ANOVA, $p > 0.05$). The proportion of unsuccessful trials dropped significantly for each group comparing early and late trials ($23.6\%$ to $7.5\%$ at near sites, $12.9\%$ to $6.1\%$ at mid sites, $12.6\%$ to $5.9\%$ at far sites, $t$ test, $t_9 = 4.12, p < 0.005$; $52.1 ± 6.4$ to $10.1 ± 2.7$ at mid sites, $t$ test, $t_2 = 3.79, p < 10^{-3}$; $55.7 ± 6.7$ to $5.7 ± 2.9$% at far sites, $t$ test, $t_9 = 7.7, p < 10^{-4}$; and $24.4 ± 5.9$% to $5.5 ± 2.1$% in control rats, $t$ test, $t_{12} = 7.09, p < 10^{-4}$; Fig. 4A). There were also no significant differences in modulation depth ($MD_{Δ}$) with BMI learning ($102.5 ± 22.5\%$, $111.8 ± 18.5\%$, $130.2 ± 19.3\%$, and $120.3 ± 18.2\%$ change for 17, 25, 23 units at near, mid, and far sites in stroke rats and 26 units in control rats, respectively, one-way ANOVA, $F_{(3,67)} = 0.33, p = 0.80$; Fig. 4B). Even when $MD_{Δ}$ was segregated for broad-width and narrow-width units, there were no significant differences. Further, the
slope of learning was also identical at near, mid, and far sites in stroke rats and in control rats. These sessions were conducted 1–4 weeks after stroke, when animals had a single-pellet reach accuracy of 13.9 ± 1.8% (i.e., compared with the baseline period).

Direct cortical control in the absence of motor recovery

We next examined the relationship between upper-limb motor recovery and the ability to learn transforms using PLC neurons. The example in Figure 5A illustrates that learning was possible even when rats were unable to attempt reaches. Across animals, we did not find a significant relationship between the ability to complete the physical reaching task (i.e., percentage relative to baseline accuracy rate) and either the reduction of unsuccessful trials ($R^2 = 2.5 \times 10^{-4}, p = 0.93$; Fig. 5B) or the time to trial completion during neuroprosthetic control ($R^2 = 0.021, p = 0.45$; Fig. 5C). This suggests a surprising dissociation between the capacity for volitional control of PLC spiking activity and the time course of motor recovery after stroke.

Formation of cell assemblies

We next investigated whether there was evidence for the formation of stable patterns of neural firing with direct neural control and learning (i.e., emergence of “cell assemblies”). Specifically, we used principal components analysis to identify significant “signal components” (see Materials and Methods). This method has been used to identify patterns of neural activity that emerge with learning (Peyrache et al., 2009; Lopes-dos-Santos et al., 2013; Gulati et al., 2014). It assesses for the emergence of stereotyped ensemble activity with practice and learning. For this analysis, we used both “direct” neural activity (i.e., neurons that were assigned to the transform) and “indirect” activity (i.e., neurons that are recorded but not causally linked to the transform; Ganguly et al., 2011; Koralek et al., 2012). Therefore, an increase in activation would indicate that there is greater coincident activation of both task-related direct and indirect neural activity and the formation of cell assemblies (Fig. 6A, B). Figure 6A shows that the average activation strength increased from early to late trials. Figure 6B shows that as the task performance improved in a session, the extent of stereotyped “cell assembly” activation became stronger. We found consistent evidence for cell assembly formation with practice (stroke BMI 29 sessions: early activation strength of 0.41 ± 0.07 and late activation strength: 0.83 ± 0.15, $t = -4.89, p < 10^{-4}$; control BMI 13 sessions: 0.51 ± 0.11 to 1.11 ± 0.22, $t = -2.36, p < 0.05$; Fig. 6C). When we evaluated principal component scores for broad-width and narrow-width cells involved in stroke BMI, we did not find any difference, in-
indicating that both cell types participated in a similar way in assembly formation (PC scores for narrow-width cells: $-0.021 \pm 0.019\%$, broad-width cells: $0.016 \pm 0.029\%$; $t$ test, $t_{63} = 0.75, p = 0.46$). Therefore, cortical networks in the PLC appear to be capable of forming and stabilizing new large-scale functional associations among emergent ensembles.

**Persistent changes in spike-field coupling**

We next evaluated whether prolonged direct neural control persistently modified the spike-field relationship in the PLC. Interestingly, we found that, during spontaneously recorded activity after the first successful training session, the SFC$\text{mag}$ for direct neurons that underwent direct neural control reduced significantly ($p < 0.05, n = 10$ for $\delta$ and $\theta$ frequency range; Fig. 7 A, B). Furthermore, we found that the spontaneous firing rates of direct units reduced significantly ($p < 0.05$; Fig. 7C). When we checked for firing rates in three additional rats that underwent stroke but no BMI training, the firing rates did not change ($n = 72, p > 0.05$; Fig. 7C). The firing rates were equalized before SFC$\text{mag}$ calculation (see Materials and Methods). In addition, the power in these frequency bands appeared to reduce slightly, but this was not statistically significant. Therefore, the spike-field relationship for neurons that underwent direct neural control was persistently modified after the training period.

**Discussion**

Our results indicate that spiking activity from neurons in the PLC can be used to achieve neuroprosthetic control. There was no difference relative to distance from the stroke site or compared with intact animals. Interestingly, the observed abnormal slowing of the LFP and its associated modulation of neural firing did not appear to impede the network-level physiological plasticity necessary to achieve neuroprosthetic control. This further indicates that the microstructural and physiological reorganization after stroke is sufficient to permit direct cortical control and the formation of functional cell assemblies. Moreover, we also found a surprising dissociation between the capacity for BMI control from the PLC and the process of motor recovery.

Our findings have direct implications for the development of intracortical BMIs compatible with cortical injury. In our experiments, rodents were required to modulate PLC neural activity volitionally to control an artificial actuator; volitional modulation of neural activity is at the core of neuroprosthetic control (Fetz, 1969; Ganguly and Carmena, 2009; Ganguly et al., 2011). We also found that the injury triggered slow oscillations (i.e., in the $\delta$ and $\theta$ frequency range; Van Huijzen et al., 1984; Laaksonen et al., 2013) did not necessarily preclude learning neuroprosthetic control. Moreover, the elevated firing rates of the putative pyramidal cells (i.e., broader action potential widths) also did not appear to impede learning. Although a general hyperexcitability poststroke has been observed using multiunit recordings (Schiene et al., 1996; Hagemann et al., 1998; Carmichael and Chesselet, 2002), we specifically found that such hyperexcitability may be significantly more pronounced for regular-spiking pyramidal cells. It is possible that the altered local and long-range connectivity (Dancuse, 2006), the changes in receptor profiles (Schiene et al., 1996), and/or the changes in extracellular neurotransmitter content (Clarkson et al., 2010) affects the two classes of neurons differentially. Remarkably, despite the abnormal oscillations and the elevated baseline firing rates, we found clear evidence for robust volitional control of the perilesional neural activity. Moreover, such control was also possible even when physical upper limb movements were severely impaired. This suggests that the PLC in subjects with permanent deficits may be capable of supporting neuroprosthetic control.
control. Together, our results indicate that, despite the disrupted connectivity after stroke, the PLC may serve as an effective target for intracortical neural interfaces specifically designed for stroke patients.

We also found that direct neural control modified neural activity patterns outside of the training period (i.e., changes in spontaneous activity after training compared with that before training). Specifically, we found that the firing rates of the conditioned direct neurons became significantly reduced and approached that of normal animals. Moreover, these neurons were significantly less likely to be modulated by the abnormal low-frequency oscillations evident in the PLC. These findings suggest that direct neural control can trigger longer-lasting plasticity through modulation of the functional connectivity. It may be consistent with our recent finding of “offline” processing during slow-wave sleep after neuroprosthetic learning (Gulati et al., 2014). The observed persistent changes in neural firing may also be closely related to the growing body of work suggesting that “neurofeedback” can be used to treat a range of neurological and psychiatric disorders (Strehl et al., 2006; Birbaumer et al., 2009; Ramos-Murguialday et al., 2013). During neurofeedback, noninvasive scalp EEG recordings are used to assess brain states and to provide feedback. Interestingly, a recent study found that volitional modulation of the μ-rhythm using neurofeedback could promote recovery after stroke (Birbaumer and Cohen, 2007; Ramos-Murguialday et al., 2013). It is difficult to compare our invasive recordings from a single cortical area with scalp EEG recordings directly; moreover, the exact cortical and subcortical generators of the μ-rhythm remain unclear. However, it suggests the possibility that feedback-dependent μ-rhythm modulation may exert its effects, at least in part, by modifying the activity of the PLC.

Interestingly, the notable dissociation between the temporal course and the extent of recovery and the ability for direct neural control suggests that the functional state and the potential for plasticity of the PLC may not be sufficient to support motor recovery. There is increasing evidence that volitional modulation of neural activity requires both top-down and local processes (Fetz, 2007; Halder et al., 2011). Moreover, it requires the recruitment of NMDA-R-dependent plasticity (Koralek et al., 2012). Together, the evidence suggests that existing cortical and subcortical mechanisms of plasticity are recruited during the process of learning direct neural control. In this context, the ability to achieve successfully direct neural control of the PLC suggests that mechanisms of plasticity are present and capable of being recruited. It further suggests that such mechanisms are not necessarily sufficient to promote motor recovery. This may be consistent with the finding in clinical stroke studies that corticospinal projection integrity is essential for recovery of motor function (Stinear et al., 2012; Ganguly et al., 2013). In other words, whereas the PLC is capable of expressing plasticity, the lack of a substrate to transmit the information ultimately prevents motor recovery. Moreover, our finding of robust direct neural control of the PLC may have implications for emerging therapeutics; for example, cell-based therapies aim to augment the plasticity and the recovery potential of cortical areas after stroke (Bliss et al., 2007).

In summary, our results indicate that direct neural control and learning was possible from the immediate PLC. There was surprisingly no difference relative to distance from the stroke site or compared with intact animals. More broadly, our results suggest that PLC may be a viable substrate for intracortical neural interfaces in patients with severe disability after stroke.
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